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ECHO STATE NETWORKS USAGE FOR STOCK PRICE 
PREDICTIONS

Abstract:
The subject of research is the consideration of potential use of Echo State Networks (ESN) for prediction 
of stock prices. The reasons are: 1) stock prices show non stationary behaviour and ESN is well suited 
to time series prediction of chaotic systems; 2) implementation in optical domain can bring very fast 
inference and financial market transactions requires prompt brought decisions; 3) training time of ESN 
is short and doesn’t require special hardware like training deep Feedforward Neural Network (NNs). 
Although there is only a few studies about using ESN for prediction financial data (pricing of securities 
subject of trade, and their volumes), it can be concluded than ESNs have great potential to be used in 
prediction of the stock prices. Having in mind the intention of the Serbian government to stimulate 
issuing of bonds, ESN can be applied on Belgrade Stock Exchange.
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1. INTRODUCTION

Time series analysis is widely used in many domains, such as speech recognition, 
cyber-attack detection, structural health monitoring, medical diagnostics, economics, 
risk management, etc. 

Outcome prediction has been very popular recently, even more so with aid of 
deep learning algorithms. However, traditional algorithms based on Feedforward 
Neural Network (NN) are not suited for dynamic systems, where historical data 
must be incorporated in predictions (Gao et.al, 2020). This is a special problem with 
nonlinear and nonstationary behaviour, which can be hidden in the signals, and feed 
forward NNs can fit very well to historical data, but poorly performing with contem-
porary data when there is inherent uncertainty in the signal.

There are a lot of algorithms for time series forecasting, with recurrent neural 
networks (RNN) being among the most commonly used. In RNNs, signals passing 
through recurrent connections can be viewed as a memory element in the network 
while memory contents offer additional gain for predicting future values. However, 
RNN is difficult to train (Schaetti et.al, 2016) due to the vanishing gradient prob-
lem. This is the result of optimizing procedure used to train neural network called 
backpropagation. The backpropagation uses derivatives of current prediction error 
between each layer to “learn” from data. In spite of that, with too many layers (deep 
NNs can have more than 100) and with orbiting in returning branches, error deriva-
tives become very small and eventually updating factor disappears, reducing in poor 
network performance. In order to cope with this problems, several method exists like 
LSTM (Long-short term memory), residual deep NNs with skip connections, Echo 
State Networks (ESN) and others. 
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Among them ESNs gain lot of attention, especially recently 
when researcher implement ESN architecture in photonic 
domain (Photonic Computing) (Tan et.al, 2019). Tradi-
tionally, after training NN, which can be time consuming 
for deep architectures, trained NN is used for prediction 
(or inference in Machine Learning vocabulary). Although 
inference is much faster than training, it requires computa-
tion power for real time application. Specialized hardware 
for edge computing like TPU (Tensor Processing Unit, 
Google Coral /Coral, 2020/), NPU (Neural Processing Unit, 
Intel Movidius /Intel, 2020/), and GPU (Graphics Pro-
cessing Unit, like Nvidia Jatson Nano /Nvidia Developer, 
2020/) are optimized for computation and more energy 
efficient than standard CPU, but they still have delay and 
use some energy, both being proportional to the number of 
nodes in NN. Using photonic computing, inference time 
is proportional to propagation of optical signal which is at 
order of ps (10-12 second) and power dissipation is negligible 
to standard edge devices (Brunner et.al, 2013). Additionally 
ESN can be implemented in photonics using only single 
dynamics node (like nonlinear optical amplifier) and one 
feedback line (optical fiber) and there is lot of research at-
tention to optimized optical ESN (Tanaka et.al, 2019), as 
a potential candidate for all optical NN, but that is out of 
scope of this paper. The subject of research is considera-
tion of potential use of ESN in stock price prediction. There 
are different reasons for it. Firstly, stock prices show non 
stationary behaviour and ESN is well suited to time series 
prediction of chaotic systems. Secondly, implementation in 
optical domain can bring very fast inference and financial 
market transactions requires prompt brought decisions. 
Finally, training time of ESN is short and doesn’t require 
special hardware like training deep NNs.

The article consists of 4 chapters. Introduction is the 
first chapter. Basic theory of ESN is the second chapter. 
The application of ESNs for prediction of stock prices is 
the third chapter. The conclusion is the last chapter.

2. BASIC THEORY OF ESN

ESN is well suited for non-stationary signals. For a signal 
it is said that it is stationary if its statistical properties like 
mean and standard deviation do not change over time 
(remain constant). Additionally, standard methods for 
analysing stationary signals require that signal autocorre-
lation is not varying over time. Stationarity is required for 
building time series model and prediction of future values. 
Some earlier ways to deal with non-stationary signals it to 
“stationarize”. It means to decouple non stationaryity into 
several different signal which are stationary, make predic-
tion for each decoupled signal and join all predictions in 
final outcome. However, sometimes mixing of individual 
predictions is not straightforward, due to unknown under-
lying chaotic properties of signal, like stock prices. 

In order to overcome the non-stationarity problems, re-
cently ESN has been developed. Essentially ESN is a RNN 
with a loosely connected hidden layer. This hidden layer 
has a few hundred nodes, standard values are between 400 
and 800, but that number depends on prediction problem 
and optimal value is found during optimization process. 
Each node contain one value, which is constant between 
two time samples. Current node’s value depends nonlin-
early on contemporary input of network and values from 
previous moment of that and neighbouring nodes. Inputs 
and nodes are connected by weights which are randomly 
initialized. Those weights are not changed during training 
process and this is one of advantages of ESN. The hidden 
layer is called a “reservoir” and for that name, ESN is also 
stated as reservoir computing. The role of reservoir can be 
observed as nonlinear function which expand dimensionality 
of input vector, making predictions more accurate. 

The prediction (classification or regression, depends on 
task) is achieved using linear combination of all nodes and 
current inputs. In figure 1, which shows basic architecture 
of ESN, the prediction is done by output layer. The weights 
in output layer are also randomly initialized, but they 
change during training. The training performs quite fast, 
due to small numbers of trainable parameters compared to 
deep NNs (sometimes more than hundred million). If the 
task is to predict one value in future, number of parameters 
is equal to sum of number of nodes in reservoir and num-
ber of inputs. If classification should be accomplished or 
prediction of several values in future is a required number of 
parameters, it is sum of number of nodes and inputs mul-
tiplied by number of classes or future values, which is not 
more than few thousands.
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Figure 1. Basic architecture of ESN
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Due to the fact that only one layer needs to be trained, 
there is no problem with vanishing gradient. Also, ESN is 
very computationally efficient and easy to train and above 
all, several researches shows that ESN works surprisingly 
well when input is chaotic time series, outperforming other 
methods for modelling dynamical nonlinear systems.

Mathematically, the prediction y at current time sample 
n can be written as (Lukoševičius, 2012):

y(n) = Wout[u(n); x(n)]

where u(n) is vector of current inputs, x(n) represents 
current state of reservoir (value at each of N nodes, where 
N is number of nodes) and Wout is output weight matrix 
whose coefficients are trainable. If dimension of output 
vector y (column vector) is s and dimension of input vector 
u is p then dimension of weight matrix is s·(p+N). For 
example, as input stock price from p = 100 previous days 
are used, reservoir has N = 400 nodes and ESN predicts 
stock prices for next s = 5 days. In equation 1 [u(n); x(n)] 
represents column vector obtained by concatenation of 
vector u(n) and x(n).

Updating reservoir x(n) is achieved using following 
equation:

x’(n) = tanh[Win·u(n) + W·x(n-1)]

x(n) = (1 - α)·x(n-1) + α·x’(n)

where x(n) is vector with state (numerical value) of all 
nodes in reservoir, tanh is hyperbolic tangent function, 
but other function can be used as nonlinear activation, 
Win is input weight matrix with dimension N·p, W is res-
ervoir state N·N matrix and α is leaking parameter which 
defines how fast memory is fading out. 

If true value for output is ytarget than Root Mean Square 
Error (RMSE) is commonly used as an estimation of ESN 
accuracy:

where k is dimension of training set (number of pars 
with input u(n) and corresponding output ytarget(n)). If 
RMSE is divided by variance of ytarget Normalized RMSE 
(NRMSE) is obtained.
Trainable weight Wout if determined by minimizing 
RMSE.

3. THE APPLICATION OF ESNS FOR THE 
PREDICTION OF STOCK PRICES

As stated, ESN is quite novel algorithm for time series 
prediction and only few researches have been published 
for estimation of financial data set. Table 1 represents review 
of the related researches. 
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Table 1. Review of researches related to the application of ESNs for the prediction of financial data state

Research Method Period of analysis Financial data set Results

Ilies et.al, 2007 ESN 18 months Unknown source ESN must be optimized 
for each application; 

Fangwen et.al, 2010 ESN 05/16/03-10/01/07; the daily prices of 
securities (opening, 
the highest, the lowest, 
closing) incorporated in 
six major stock indexes 
in the world DJIA, 
S&P 500, NASDAQ, 
HSI, FTSE 100 and 
NIKKEI 225;

ESN achieves smallest 
prediction error

Bernal et.al, 2014 ESN Late 2004-early 2009; the prediction of S&P 
500 index;

the proposed  
architecture showed 
good accuracy

Liu et.al, 2017 ESN 04/01/00-01/21/16; Daily prices of securities 
of Shanghai Composite 
index (opening, the 
highest, the lowest, 
closing) and   especially 
created the ratio of the 
average closure in the 
previous 5 or 10 days; 

Provides more reliable 
prediction of securities’ 
pricing;

Liu et.al, 2018 ESN (first optimized on 
task-independent test)

Period is not stated the dataset from 
Shanghai stock market 
(with 4,579 sets);

the proposed model 
achieves a better  
prediction accuracy; 

Taehwan and King, 
2020

Deep ESN - instead 
of one, 6 reservoir are 
used in serial  
configuration

14/08/1999 - 
01/08/2019; 

S&P 500 index Slightly better than 
standard ESN, but 
much more complicated 
and slower to train.

Source: Authors’ created on the basis of available researches

Ilies et.al (2007) investigated the possibility of ESN 
usage for predicting of financial data. As dataset of 118 
time series from 18 months period is used from unknown 
source (it was part of competition). They showed that de-
pending on data, for the best results the size of reservoir 
varies between 45 and 110 nodes, indicating than ESN 
must be optimized for each application.

Fangwen et.al (2010) presented a study of using an 
ESN to estimate the next value in financial time series. Au-
thors chosen to use daily prices of securities incorporated 
in six major stock indexes in the world DJIA, S&P 500, 
NASDAQ, HSI, FTSE 100 and NIKKEI 225. Firstly, they 
proved that selected time series manifest predictable be-
haviour using Hurst exponent. They extracted several pa-
rameters like Row Stochastic Value (reflects price changes 
in short-term), K line (indicates strength or weakness on 
the market in the future period of time), MTM parameters 
(shows how quickly is respond to change) and Volume’s 
Rate of Change (measure of investors’ emotional state in 
short-term period). Secondly, they investigated whether 
it was possible to reduce number of features using PCA 
(Principle Component Analysis). Moreover, they trained 
ESN using financial data of 1100 days long stock indices 

set and then compared ESN with two other NN algo-
rithms (Elman network and backpropagation network). 
Finally, they found that ESN achieves the smallest predic-
tion error.

Bernar et.al (2012) used ESN for prediction of S&P 
500 index (based on 500 biggest companies in the United 
States of America). ESN had N = 100 nodes with α = 0.8 and 
used 5 day history to predict next day value. The proposed 
architecture showed good accuracy, better than moving 
average (next value is predicted as average from resent 
ones) and Kalman filter (standard algorithm in control 
theory commonly used for prediction true value from sensors).

Lui et al (2017) proposed a way how to improve the 
performance of ESN averaging prediction results from 18 
ESNs using voting (weighing each result by estimated 
accuracy of each ESN). They got 4% increase in accuracy 
using this method over standard ESN. As dataset they used 
values of Shanghai Composite Index for 16 years.

Liu et.al (2018) suggested optimisation of using of 
improved fruit fly optimization algorithm (IFOA). IFOA 
is basically an iterative search through the parameters 
with the goal to find optimal ones for specific tast. 
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Basically, parameters space of ESN was searched to find 
the optimal ones. That optimized ESN is then used to pre-
dict financial time series. The data set comes from Shang-
hai stock market and it has 4,579 sets where 80% is used 
for training and 20% is used for testing. The experiment 
is a one-step prediction, where six financial indicators 
(i.e. opening, the highest, the lowest and closing price 
of securities subject of trade, daily trading volume, and 
daily turnover of securities subject of trade) are used as 
input features, and the opening price (of securities sub-
ject of trade) on the next day is the output. Compared 
to the backpropagation (BP), Elman neural networks and 
standard ESN, the proposed model achieves a better pre-
diction accuracy.

Taehwan and King (2020) research is the most recent 
research about using ESN in predictions of financial data 
set i.e. prices of securities and volumes of trade. S&P 500 
index was used as dataset. Using paradigm from deep 
neural network, authors suggested applying 6 reservoirs 
in a row. Output from the current reservoir is input for 
the next one, except for the first reservoir, where the input 
is the input of network. The final output of the network is 
linear combination of outputs from all six reservoirs and 
only those weights are trainable. This deep ESN manifested 
smaller error than gated recurrent unit (GRU) neural net-
work, LSTM (Long short-term memory) and standard 
(one reservoir) ESN, but with longer training time.

4. CONCLUSION

Although there is only a few studies about using ESN 
for predicting financial data (pricing of securities subject 
of trade, and their volumes), it can be concluded than 
ESNs have great potential to be used in prediction of the 
stock prices, due to the fact that they can foresight future 
value of time series well, when the underlying mechanism 
demonstrates chaotic behaviour. Additional ESN is easy 
and fast to train, so it can be implemented in photonic 
circuit which guarantees instant inference with negligi-
ble power dissipation and this is crucial for analysing big 
amount of data like in economics, where not only trading 
with securities, but also in enterprise risk management 
(especially in the fraud risk management, credit risk man-
agement – early warning system, operational risk man-
agement – business continuity and disaster recovery plan, 
market risk management, liquidity risk management, etc.). 

For future work, optimisation of ESN parameters 
could be considered, such as finding number of N nodes, 
leaking rate α and length p of input sequence. This param-
eters should be adjusted for each task, like to predict prices 
of securities and volume of trading on Belgrade Stock 
Exchange (BELEX). Additionally, the usage of other activation 
functions like sinus function might be researched due to 

fact that it recently showed drastically faster training of 
deep NNs (Stizmann et.al, 2020). Finally, recent efforts 
of using deep ESNs should be also investigated in more 
details. 
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